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Abstract: In this paper we investigate properties of the Steiner symmetrization in the complex plane. We use two
recursive dynamic processes in order to derive some inequalities on analytic functions in the unit disk. We answer
a question that was asked by Albert Baernstein II, regarding the coefficients of circular symmetrization functions.
We mostly deal with the Steiner symmetrization GG of an analytic function f in the unit disk U. We pose few
problems we can not solve. An intriguing one is that of the inequality

21 . 2 .
/ |f(re®)Pd6 < / G (re®)[PdB, 0 < p < 5o
0 0

which is true for p = 2 but can not be true for too large p. What is the largest such exponent or its supremum?

Key—Words: circular symmetrization, Steiner symmetrization, extremal problems.

1 Some extremal problems

Definition 1 Ler 2 < p < 00, 0 < a < oco. We
define:

S(p,a) ={f|fe€ H(U), fis univalent in U,
£0)=0,1<[f(0),a <[ fllp}

where H(U) is the space of all the functions that are

holomorphic in the unit disc U = {z € C||z| < 1},
and

2w .
17l =t 5 [ Isre s

r—1- 27

SoV f € S(p,a), the f-image f(U) is simply con-
nected and f(U) # C.

Definition 2 Ler 2 < p < 00, 0 < a < o0, We
define:

2

Np.a)= imf [ |f(e)]ds.

fes(p,a) Jo

Proposition 3 If2 < p < o0, 0 < a < o0, then there
exists a function f € S(p, ) such that:

2m .
N(p.a) = [ 17" b
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Proof.

Since ¢g(z) = (a + 1)z € S(p,a) and
oG (e)dd = 2m(a 4+ 1), it follows
that N(p,a) < 27w(a + 1). So it will
suffice to consider the following subfamily
B(p,a) = {fIf € S(p.a), [[flle < m(a+ 1)}
of S(p,a). The subfamily B(p,«a) of S(p,a) is a
normal family (because it is uniformly bounded).
Moreover, B(p,«) is a compact family. For if
fn € B(p,a) and f, — f uniformly on compact
subsets of U then f € B(p,a) or f =0 (f(0) = 0).
But the condition 1 < |f/(0)| prohibits the second
alternative. ¢

Remark 4 [fin the definition of S(p, «) the condition
1 < [f'(0)] would have been dropped out, then the
claim in Proposition 3 would have been false. Here is
an:

Example 5 For p = oo it is clear that 2a < N (p, «)
because for every compatible function f we have 0 €
f(U) and there is a point w € f(U) that satisfies
lw| = «a (because o < ||f||oo). Now, consider a
sequence of simply connected domains ), that sat-
isfy 0, € Qy, such that these domains become nar-
row as n — 00 and converge to the closed inter-
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val on the X-axis, [0,«), and have smooth bound-
aries 0S),. By the Riemann Mapping Theorem for
each n there exists a conformal and onto mapping
fn + U — Qy such that f,(0) = 0. Clearly we have
lim fo% |f"(e)|d0 = 2a and hence if the condition
1 < |f(0)| would have been dropped out from the def-
inition of S(p, o) we would have had N (o0, ) = 2a,
but there were no extremal function. Note that in our
construction fn, — 0 and clearly the function 0 is not
a compatible function.

Proposition 6 If2 < p < 0o, 0 < o < o0 and
if f € S(p,a) was extremal for N(p, ), then the
simply connected domain f(U) can have no slits.

Proof.

Let us assume to the contrary that f(U) had a slit I.

Let D = f(U)UT, ie. D is the simply connected

domain we obtain from f(U) by erasing the slit T". By

the Riemann Mapping Theorem there exits a confor-

mal mapping F'(z) defined on U such that F'(U) = D

and F(0) = 0. We define the standard mapping

¢ : U — U, by the formula, ¢(z) = F~1(f(2)).

Then |¢(z)] < |z] and Vz € U f(z) = F(¢(z)).

Thus f < F,i.e. f is subordinated to F'. This implies

that the following three conditions hold true:

1. F(0) = 0, F conformal.

2.1 <|f(0)] < |F'(0)], by the Schwarz Lemma.

3. a <||fllp < ||F||p, by Littlewood Subordination

Theorem, [15] or page 422 in [13].

These imply that ' € S(p, «). But clearly we have
STIF(e7)]d6 <[5 | f(e)|d, a contradiction to

the fact that f is extremal for N (p, «). ¢

We can strengthen the Proposition 6:

Proposition7 If2 < p < 00, 0 < a < oo and
if f € S(p,«) was extremal for N(p,«), then the
simply connected domain f(U) is a convex domain.

Proof.

Let us assume to the contrary that f(U) is not a
convex domain. By Proposition 6 it follows that
there are points wy,ws € Jf(U) such that wy # wo
and such that the open non-degenerated segment I
between w; and ws lies in C — f(U). Let D be the
simply connected domain we get by the union of
f(U) and the bounded domain whose boundary is
the segment [wy,ws]| and the corresponding part of
0f(U) between wy and we. From this point the proof
proceeds as that of Proposition 6. Namely, by the
Riemann Mapping Theorem there exists a conformal
mapping F' defined on U so that F(U) = D and
F(0) = 0. Then f < F and so we have the same
three conditions:
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1. F(0) = 0, F conformal.

2.1 < |f'(0)| <|F'(0)|, by the Schwarz Lemma.

3. a <||fllp < ||F||p, by Littlewood Subordination

Theorem, [15] or page 422 in [13].

These imply that ' € S(p, «). But clearly we have
STIF(e7)]d6 <[5 | f(e)|d, a contradiction to

the fact that f is extremal for N (p, a). ¢

Proposition 8 If2 < p < 00, 0 < a < o0 and if
f € S(p, «) was extremal for N (p, &), and if |a| < 1

then either: )
!
@) < e

or
1—|af”

[ - s@p (w) a9 < ar.

In particular for a = 0: either |f'(0)] =
0" [F(e)Pdo = || fIlf = o,

1 or

Proof.
If .
z+a
o(z) = 1+az
then | ’2
1—|a
/ _
¢(2) = (1+az)?

We define F'(z) = f(¢(z)) — f(a). Then we have:

L [FT|F(e)|d8 = [ |f'(e)|d6 because the
images F'(U) and f(U) are congruent.

2. F'(0) = (1 |a*) f'(a).

p

We also have the identity:
it
er +a .

2T o 2T
| iFEpas = | f<w>—f(a)

We make a change of the integration variable:

; eV +a
619

_ 1— |af®
1 4ae’

dyp = S,

[ — ]
and we rewrite the above identity as follows:

3.

1—|af”

[T = [T i) p@p (Al ) ao
0 0 |6i9_a|2 '

Now 1, 2 and 3 above imply that:

4. If we have both: 1 < (1 — |a|?)|f"(a)| and

1—|af”

o < [T~ f@)p () a0
=~ Jo |629 _ a|2 )
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then ' € S(p,«) and hence F' is extremal for
N (p, ). If both the inequalities in 4 are sharp (none
of them is an equality), then there is an M > 1 such
that M~1F(2) € S(p, ), which contradicts the fact
that F'(z) is extremal for N(p, ). Thus at least one
of the two inequalities in 4 is in fact an equality and
the proposition follows. ¢

2 Facts about symmetrizations

Motivated by the desire to solve the family of the
extremal problems N (p,a), we will discuss in this
section properties of symmetrizations of functions.
Specifically we will consider symmetrizations that
were introduced by Pdlya and by Steiner. We will re-
call results from the paper [2].

Definition 9 Let D be a domain in the Riemann
sphere C U {occ}. The circular symmetrization of D is
the domain D* that is defined as follows: for eacht €
(0,00) we define D(t) = {0 € [0,27]|te?® € DJ}.
If D(t) = [0, 27] then the intersection of D* with the
circle |z| = t is the full circle. If D(t) = () then the
intersection of D* with the circle |z| = t is the empty
set (. If D(t) is a non trivial subset of [0, 2| which
has the measure |D(t)| = «/, then the intersection of
D* with the circle |z| = t is the unique circular arc
given by {te ||0| < o//2}. Finally D* contain the
point 0 (00) if and only if D contains the point 0 (co).

Section (j) of the paper [2] includes a proof of an
important principle in symmetrization:

Let f € H(U) and let us denote D = f(U). Let Dy
be a simply connected domain that contains D*, and
let us assume that Dy is not the full complex plane
(C). Let F' be a conformal mapping of U onto Dy
that satisfies F'(0) = |f(0)|. The following result is
proved in [2]:

Theorem 6. ([2]) If ® is a convex non-decreasing
function on (—oo,0), f € H(U) and F as above,
then for all 0 < r < 1 we have:

/_7; ®(log |f(rei?)|)d < /_7; ®(log |F(re®)|)do.

If we choose in Theorem 6 above, ®(z) = €2* and as-
sume that we have the following expansions: f(z) =
Yoo panz™ and F(z) o 9 Apz", then we ob-
tain the inequality "2  |a,|?r®® < 3700 |A, |2 r?"
for 0 < r < 1. By the definition of F' we have
|Ao| = lag|, thus if we subtract |Ag|? from both
sides of the inequality and divide by r? and than take
r — 0T we obtain |f/(0)| < |F”(0)], a classical result
of Walter Hayman. If f is one-to-one in U then both
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D and D* are simply connected and we can take F' to
be a conformal mapping from U onto D* for which
F(0) = |£(0)].

At the end of section (k) in [2] the author asks if

the following is true for all n: |a,| < |A4,|? Is the fol-
lowing weaker set of inequalities true: >_7_q |ax|? <
S22 | Ak|?? A. Baernstein I1, remarks that these last
inequalities if true, would prove a conjecture of Lit-
tlewood: If f is one-to-one and analytic in U and if
f(z) # 0, for z € U, then for each n > 1 we have:
an < 4nlag.
(We give a proof for this assertion, for the reader’s
convenience. Assume ap = 1. We define g(z)
V f(z) and h(z) —g(z). Then g,h € H(U)
(because f(z) never vanishes in U). Both g and
h are one-to-one in U (because g(z1) g(z2) =
f(z1) = f(22) = 21 = 2z2). Let us suppose that
g(z) = Y02y anz™, where p = 1. We denote
D = g(U). If & € D then =&, ¢ D (because
g(U) N h(U) = 0). Hence for any 0 < t < oo we
must have |D(t)| < 7. We conclude that for the sym-
metrization we have: D* C {z € C|R{z} > 0}.
Let G(z) be a conformal mapping from U onto D*
such that G(0) = ¢(0) = 1. Then for all |z| < 1 we
have R{z} > 0and hence if G(z) = 1+ > o2 ; Bpz"
then by a result of Constantine Carathéodory we have
|B,| < 2foralln = 1,2,3,.... We conclude that
Sy |Bk|?> < 4n which implies (assuming Baern-
stein’s assumption above) that >}, |ax|? < 4n. We
recall that f = g2 and hence:

‘an‘2 = |agan + a1ap—1 + ...+ ana0|2 <

< 2len| + |aallan—1] + ... + lan-1llag])? <
(4+4(n—1))-4n = (4n)%

Q)

The Bieberbach conjecture implies Littlewood’s con-
jecture, [9]. So by now we know that both conjectures
are true, [4].

Concerning the first question posed by Albert
Baernstein II (above): Let f be a conformal func-
tion defined on U. We assume that f(U) has a finite
area. Let us denote D = f(U), and let F' be a confor-
mal mapping of U onto the symmetrization D* such
that 7(0) = |f(0)|. Let us denote by S(D) and by
S(D*) the areas of the respective domains. We will
use td¢ - dt for the area element in polar coordinates.
Then we have the identities:

S(D) :/OOO /D(t) td¢.dt:/oootyp(t)|dt,

/Oot]D*(t)]dt.

0

S(D*)
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By the definition of D* it follows that for all 0 <
t < oo we have D(t) = D*(t) and hence S(D)
S(D*) (the well-known fact that circular symmetriza-
tion is an area preserving transformation). On the
other hand we have S(D) = [ [Z7 r|f(re?)|2dfdr
and if f(2) = Y02 a2 and F(z) = Y 02  Apz"
then we obtain the well known formulas: S(D)
Y00 ynjan|?, and S(D*) = 7300  n|A,[2. We
conclude that 3°2° i nja,|? = 3°2° (1 n|A4,|?. We re-
call that by the definition of F' we have Ay = |ag| and
by Hayman’s result |a;| < |A;]| and so either |a,| =
|Ay,| forn = 0,1,2,... or there exist 1 < ny,ny so
that |a,, | < |An,|, and [Ap,| < |an,|. We proved the
following:

Theorem 10 If f(z) = Y02 an2" is analytic, one-
to-one in U and f(U) has a finite area. If F(z) =
YooC o Apz™ is the circular symmetrization of f(z),
then we have: "0 i nla,|? = S0 n|An|? and ei-
ther for alln = 0,1,2,... we have |a,| = |Ay|, or
there exist 1 < ny,ng such that |a,,| < |An,| and
| An, | < lan,|.

Theorem 10 answers the problem mentioned above
that was raised by Albert Baernstein II. The answer
in negative.

Next, let f(2) = Y ooy anz™, z € U, be analytic and
one-to-one, and assume that 0D = Jf(U) is rectifi-
able.

Remark 11 Let 0 < a < b, 0 < h. Then the sum of
the lengths of the legs of a trapezoidal with bases of
lengths a and b and height of length h is minimal, if
and only if the legs are equal to one another. The same
fact is true also for circular a trapezoidal which has

bases (of lengths a and b) located on two concentric
circles of radii R and R + h.

Let y be a rectifiable curve. Let the (finite) length of ~y
be denoted by /(+y). We chose a finite number of points
on v and join successive points by straight segments.
The result is a polygonal curve that is composed of
the straight segments 1,2, ..., Vn (We assume they
come geometrically one after the other). The length
of the polygonal curve is the finite sum I, ()
>7=11(7;). When we refine the division points and
take n — oo we obtain [(y) = limy, o0 Iy (). By the
definition of D* and by remark 11 it follows that in
order to compute the lengths [(0D) and [(9D*), if at
each approximation step we take our division points
to be the intersection points of 9D (0D*) with sets of
concentric circles centered at the origin and of radii
0<ty <ty<..<tpsothatO<tji1—t; < ey,
j=1,2,...,n—1, €, —n_o0 0T, we obtain the in-
equalities: [,,(0D*) < [,(0D). Hence when n — oo
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we obtain the well known fact [(90D*) < [(OD) (cir-
cular symmetrization reduces the perimeter). On the
other hand we have the two identities:

2 . 2m .
z(aD):/O ()6, l(aD*):/O |F ()] d8.

Here f is a conformal mapping defined on U with the
image D = f(U) and F' is a conformal mapping de-
fined on U with the image F'(U) = D* (which is sim-
ply connected as well).

Definition 12 Let D be a domain in the Riemann
sphere C U {co}. The Steiner symmetrization of D
is the domain D7 that is defined as follows: for each
t € (—o0,00) we define D(t) = {t+iy € C|t+iy €
D}. If D(t) = 0 then the intersection of D with the
vertical line H(t) = {z € C|R{z} =t} is the empty
set ). If D(t) = D N H(t) is a non-empty and has
the measure |D(t)| = </, then the intersection of D¥
with the line H (t) is the unique segment or line given
by {t+iy e Cl|y| < «/2}.

Let G be a conformal mapping defined on U with
the image G(U) = DY (which is simply connected).
We assume as above that the boundary curves 0D =
0f(U) and 0Dg = OG(U) are rectifiable. Then the
remark above shows that we also have [,(0D%) <
1,(0D), where this time we take our division points
to be the intersection points of 9D (0D%) with sets of
parallel vertical lines of z-coordinates —oco < ¢ <

to < ... < t, < oo, sothat 0 < tj—i-l —tj < €p,
j=1,2,....n—1, €, —pn_00 07. We have the
identity:

2w .
1(OD%) = / G ()]d6.
0
We just proved the well known:

Theorem 13 If f € H(U), f is one-to-one, and the
boundary curve {f(¢%) |0 < 0 < 2r} is rectifiable.
If F' is the circular symmetrization (Polya) of f and if
G is the Steiner symmetrization of f (F(0) = G(0)
|£(0)|), then the boundary curves {F () |0 < 6 <
27} and {G(e?) |0 < 0 < 27} are rectifiable, and
we have the following two inequalities:

27 ) 2T .
| e < [ e as,
0 0

27 . 2m .
[ e < [ 15 jas.
0 0

Remark 14 We comment the two items below in
connection to the second question of Baernstein and
the possible proof of the conjecture of Littlewood on
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non-vanishing one-to-one analytic functions in U.
We supply proofs to these well known facts, for the
convenience of the reader:

1. If F(z) is analytic and one-to-one in U and
satisfies 0 < R{F(2)}, then (F(z))? is one-to-one in
U.

Proof.

(F(21))? (F(2))? = F(a1)
F(z9) or F(z1) = —F(z2). Butif F(z1) = —F (22
then R{F(z1)} - R{F(22)} < 0 which proves that
F(z1) = F(22) and hence z1 = z3. ©

2.If f € H(U) is one-to-one in U and f(z) # 0in U
and if F(z) is the circular symmetrization of \/ f(z),
then (F(2))? is the circular symmetrization of f(z)
(and vice versa).

Proof.
By remark 1 above (F(z))? is one-to-one which
implies the claim. ¢

We need one more well known fact, this time on the
Steiner symmetrization. This fact is a consequence
of Baernstein’s symmetrization inequality for Green
function. See [2], and Theorem 2.5 in [3]. We men-
tion (although we do not make a use of it) that the case
of equality for the Green functions was not treated by
Baernstein. It was later on considered by Essén and
Shea in [10]. Our proof uses the fact that we can
regard Steiner symmetrization as a limiting case (at
infinity) of circular (P6lya) symmetrization. We will
outline it below.

Theorem 15 If f is analytic and one-to-one in U and
if G is the Steiner symmetrization of f, then for any r,
0 < r < 1 we have the inequality:

27 . 27 .
/ |f(rei®)2d6 < / G (re™®) 248,
0 0

Proof.

Let 0 < M. Let Fj/(2) be the circular symmetriza-
tion of the shifted function M + f(z). Let us denote
Gu(z) = Fu(z) — M. We will use the theorem
of Baernstein ([2], Theorem 6) cited above. For any
0<p<oo:

2 ) 27 .
/ M + f(ré®)Pd6 < / |Far(re®) P 6.
0 0

This can be re-written as follows:

27 . 27 .
/ |M + f(re')[Pd6 g/ |M + G (re')|Pde.
0 0
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which proves the following:

2

I (1 + LR + 1 {Z

+2 ( n ) %{(f(rew))?}}) a6 <

1
Tz

2 ( pf ) %{(GM(rew))Q}}> do+

fih)

But limys o Gas = G the Steiner symmetrization of
f, uniformly on compact subsets of U. This proves
(on taking M — o0) that:

|f(re) P+

T . 2 .
< /02 (1 + %%{GM(MZQ)} {Z|GM(’I”610)’2+

2 . 2T .
/ |f(re®)2d6 < / G(re®) 2. o
0 0

Remark 16 The analog of the theorem of Baern-
stein (Theorem 6, quoted above) to Steiner
symmetrization is false, i.e. the statement
ST\ f(re)|Pde < [T |G (re?)[Pdf for 0 < p < oo
is false. It is easy to construct a counterexample.
Thus p = 2 is an exception. This naturally raises a
question.

A problem (the means of the Steiner sym-
metrization):

Find the largest possible 2 < pg for which
VO < r < 1land Vp < pg (or ¥Vp < pg) we
have the inequality:

2 . 2 .
[ 1swetyras < [ iGtre)pas,
0 0

forany f € H(U), one-to-one in U, with f(0) = 0,
where G is the Steiner symmetrization of f.

By Theorem 15 above we know that 2 < pg and
that the inequality is valid for p = 2.

We conclude this section with a simple demonstration
of the type of reductions we can make so far concern-
ing the solution of the family of problems N (p, «).

Proposition 17 If2 < p < o0, 0 < a < oo, and
if f € S(p,«) is an extremal function for N (p, c)
then we may assume that the domain f(U) is circular
symmetric (Pdlya symmetric).
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Proof.

Let the function F' be the Pélya symmetrization of the
extremal function f. Then the following three proper-
ties hold true:

1. Fe H(U), F(0) =0, F is one-to-one in U.

2.1 <[f'(0)| < |F'(0)], by a classical result of Wal-
ter Hayman.

3. a < ||fllp < ||F||p, by Littlewood Subordination
Theorem, [15] or page 422 in [13].

As in Theorem 13, it follows that:

21 . 2w .
/ P ()]d6 g/ () db.
0 0

But by the assumption, the function f is an extremal
function for the problem N(p, «), and so it follows
that also the function F' is extremal for the problem
N(p,a). o

3 A solution of the problem N (2, a)

We will present a solution of the simple case N (2, a).
Already here we will conclude a few interesting
conclusions. For example, we will be able to prove
the convergence of certain infinite products of geo-
metric parameters which we can not easily explicitly
compute. The main argument will be based on the
compactness of the family S(2, «). Let f € S(2, ),
0 < a < oco. We will outline a simple recursive
process that constructs in each phase a function g
which satisfies the two properties:

l.ge S(2,a).

2. 5" 1g'(€”)1d0 <[5/ (e'%)]do.

In fact the I-norm of ¢'(¢¥) will be smaller
than or equals to the same norm of the function
constructed in the previous step.

Step 1: We choose an angle ¢ and define

fol(2) =€ f(2).
Step 2: We compute the function g4(z), the Steiner
symmetrization of f ;.

We note that g has the following 4 properties:

g¢ € H(U), g4 is one-to-one and g4(0) = 0.

1 < |f;5(0)| < [g5(0)], by the result of Walter
Hayman mentioned before.

a < ||fsll2 < [|gyl|2, by Theorem 15.

o ]gé)(ew)|d0 <[ |f’¢)(ew)|d9, by Theorem 2.5.
Step 3: We compute the following number:

1 «
Co=—MmaxX | —H———~, 771 |
? FACIMIIALE

and then we have 0 < ¢, < 1. We compute g(2) =
C490(2)-

E-ISSN: 2224-2880
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Remark 18 In less formality we can describe the pro-
cess that was outlined above as follows:

1. Rotate f(U) about 0 (in an angle ¢).

2. Perform Steiner symmetrization of the rotated do-
main.

3. Shrink the domain that was obtained, by an optimal
factor cy, where 0 < ¢y < 1.

Definition 19 Let D be a domain that contains the
origin, 0. The ¢-deformation of D is the domain D
which we get by the Steiner symmetrization of e D.
In other words Dy is the resulting domain after steps
1 and 2 in the process we described above.

Definition 20 If f € S(2,a) and if ¢ is a real
number, we will denote the function g which is ob-
tained after executing the process above (steps 1, 2
and 3), by g = f4. The number cy will be called
the shrinking factor.

If {¢n}52; is a sequence of real numbers, then
the corresponding sequence of shrinking factors
will be defined to be the sequence of the shrinking
factors we obtain by executing the following iterative
process:

{f7 f¢1ﬂ (f¢1)¢27 ((f¢1)¢>2)¢>37 .- }

If {D,}52; is a sequence of bounded domains,
and if D is a bounded domain, then we will say
that the sequence of the domains converges to to the
domain D and write D,, — D, if for any € > 0 there
exists a number NV such that for all n > N we will
have distance(0D,,, 0D) < e. We have the following
surprising fact:

Theorem 21 If0 < o < oo, and if f € S(2,«) and
also {Ppn}22, is any sequence of real numbers, then
we have the double inequality:

e.)
0< HC¢n§1.

n=1

Proof.

For each n, n = 1,2,3,..., we have 0 < ¢4, < 1.
Hence 0 < [[Z ¢y, < 1. If [[nZ ¢y, = O then
f¢n, — 0 uniformly on compact subsets of U. This,
however, contradicts the compactness of the family
S(2,q). ¢

Theorem 22 Let D be a bounded domain that con-
tains the origin, 0. Then, there exists a disk B whose
center is the origin, 0 and there exists a sequence
of ¢n-deformations of D that will be denoted by
{Dy}32 so that D,, — B, (The assumption means
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that D1 is the ¢1-deformation of D, and D, is the
Pn+1-deformation of D,,). Moreover, the disk B is
unique in the sense that if {D],}>° | is the sequence

of ¢}, -deformations of D that satisfies D], — B’, then
d(B) = d(B’) (equality of diameters).

Proof.

Firstly, we note that, if D is a bounded domain
that contains the origin, 0, and if ¢ is real number,
then the ¢-deformation of D, Dy, has its diame-
ter smaller than or equals to the diameter D, i.e.
d(Dg) < d(D).We denote by A the set of all the

domains D for which there exists a finite sequence
of real numbers {a,,}2_; such that if D; = Dy,
Dnt1 = (Dp)ay, s 1 <n <N —1,then D = Dy.
We define d = inf{d(D)|D € A}. We claim that
0 < d < o0. For 0 € D and hence there is a disk with
a positive-radius €/2 about the origin, 0 is contained
in D. Hence € < d < d(D). Moreover, there exists
a bounded domain B that contains the origin, 0 such
that d = d(B) and such that there is a sequence of ¢,,-
deformations of D, {D,,}5°, that satisfy D,, — B.
This domain B is a disk centered at 0: The domain
B has a diameter in every direction otherwise there
is a ¢-deformation that properly shrinks diameters.
Since B has a minimal diameter, there is no way to
shrink its diameter properly using a ¢-deformation. A
domain which has a diameter in every direction is a
disk (for the triangle inequalities imply that any pair
of diameters must intersect through their common
mid-point). Finally, if B is a disk and if 0 € B, then
using a single ¢-deformation we can bring B to be
a disk (with the same diameter) whose center is the
origin, 0.

Let us prove the uniqueness claim: we note that
a ¢-deformation (just like Steiner symmetrization)
is an area preserving transformation. Hence if
2R = d(B') then 7R* = [ [}, dzdy and we conclude

that d(B') = d(B) = 2,/ [ [p dzdy/7. ©

We shall now solve the problem N (2, ).

Theorem23 If 0 < o < oo, and if G(z) =
max{1, a}z, then G € S(2,a) and we have:

2 .
N(2,«a)= / |G/ (€)]df = 27 max{1, a}.
0

Proof.

By Theorem 21 and Theorem 22 it follows that
among those functions that minimize, there is one
that conformally maps U onto a disk centered at the
origin, 0. Such a mapping has the form cz and since
it should belong to the family S(2, o), we necessarily
have: max{l,a} < |c¢|. But by our assumption
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the function solves (by minimizing) the extremal
problem. We conclude that |¢| = max{1, a}. ¢

Remark 24 Our definition of the family S(2,«) re-
quires the condition 1 < |f'(0)| in order to obtain
a compact family. If instead of that condition we had
e < |f(0)| for some fixed 0 < ¢, we could have solved
the corresponding problem N (2, «) similarly, except
that this time our multiplier had to be max{e, a}. In
particular for small enough € the solution would have
been G(z) = az. We conclude that if f € H(U), f
is one-to-one, f(0) = 0, and if we denote o = || f||2
then if a < oo we can solve the problem N (2, o) with
a small enough € > 0 (meaning ¢ < «) and obtain
a solution az. This helps in proving the following in-
equality:

Theorem 25 Let f € H(U), f(0) = 0. Then for
each 0 < r < 1 we have the following inequality:

1 2 . 1/2 r 2 .
(35 | lrepas) < o [T e as
27 Jo 2m Jo
In particular we have || f||2 < ||f'||1. Both inequali-
ties above are sharp.

Proof.

Let us start by assuming that we already proved the
first inequality for functions f € H(U), for which
f(0) = 0, that are also one-to-one. Let g € H(U)
satisfy g(0) = O and let 0 < r < 1. We consider the
conformal mapping f € H(U) such that f(0) = 0
that satisfies g(U) C f(U). The function g is subor-
dinate to the function f (which means that there ex-
istsaw € HU), w0) = 0, |w(z)] < 1 so that
g(z) = f(w(z))). By a theorem of Littlewood, [15]
or page 422 in [13], we have the following inequality:

1
2T

1 2w .
—/ |f(rei®)?d6. (1)

27 Jo

2w .
[ lgtre®) a0 <
0

Since we assumed that f is conformal, it follows by
our initial assumption (at the beginning of the proof)
that the following inequality is true:

| (re')|dp.

1 2m . 1/2
(% / f(re”n?de)
2)

Finally (by the extension theorem of the Riemann
Theorem) the holomorphic mapping maps the bound-
ary of the domain onto the boundary of range domain
(the boundaries are smooth enough and we can use a
theorem of Constantine Carathéodory). Since f is (by
assumption) a conformal mapping it traces the outer
boundary of dg(rU ) once, while the mapping g traces

r 2w
S -
27 Jo
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the same outer boundary at least once. We conclude
that:

1 2

! % 1 2m ! %
)0 < 5= [ 1 rede. @

27 Jo
Equations (1),(2) and (3) prove the assertion of the
theorem for a general holomorphic g (given that the
assertion is known to be valid for one-to-one holomor-
phic mappings).

Thus from now on we can assume that the map-
ping f in the statement of the theorem is one-to-one.
We solve the problem N (2, ) which is presented in
remark 24. We will get the minimizing function az.
We clearly have the identity:

9 1

a:%

/ 7 F () 2db.
0

The perimeter of the minimal circle is 2w while the
perimeter of f(rU) is given by:

r/ozﬂ |/ (re')|de.

We conclude the following inequality:

o (;ﬂ /027r yf(rei9)|d0)

This proves our inequality. Finally, if we take f(z) =
az the inequality becomes an equality. This proves
that our inequality is, indeed sharp. ¢

1/2

2 .
<r [T 1A e ds.
0

4 The problems N(p,«) for values
2 < p < oo of the parameter

Remark 26 The two inequalities of Theorem 25 were
proven for the value p = 2, using results on confor-
mal mappings. What can be said, at this point, on
similar inequalities but for values of the parameter p
different from 2?7 We will not tackle that problem di-
rectly. Instead, we will use convexity arguments in
the form of interpolation theory of operators. Inter-
polation theorems rely on two estimates given for two
different values of a parameter such as p, and extend
them by giving estimates for all the values of that pa-
rameter that reside between the two first values. Not
always, though the inequalities for the intermediate
values of p are sharp. That might happen also in cases
in which the two extreme estimates are sharp. At this
point we have our inequality (which is sharp) for the
value p = 2. Lemma 27 below provides the second
(sharp) inequality for p = oo. This case is much eas-
ier than the case p = 2.
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Lemma 27 Let the function f € H(U) satisfy
f(0) = 0. Then for any value of r, 0 < r < 1 we
have the following estimate:

. r 2 .
max \f(re’e)] < 5/0 \f’(rele)]dﬁ.

0<6<2m

In particular we have the inequality || |0 < 7||f'|]1.
Both inequalities above are sharp.

Proof.

If the two inequalities of the lemma are true for f €
H(U), satisfying f(0) = 0 which are also one-to-one,
then like in the first part of the proof of Theorem 25 it
follows that the inequalities remain true in the general
case, where f is not necessarily one-to-one. Thus we
will assume from now and till the end of the proof
that the mapping f in the statement of the lemma is
also one-to-one. In this case we have as in the proof
of Theorem 25 at our disposal elementary facts from
plane geometry. The expression:

2 .
r [ 1 e o,
0

is the perimeter of the domain f(rU). Clearly we
have:

2
i0 </ e 6.
2 max |7re®) <7 [ 1) a0

This last inequality is evident because 0 € f(rU) and
because there exists a point w € f(rU) for which:
w = maxg<g<ar | f(re??)|. The first inequality of the
assertion follows. By remark 4 and by example 5 that
follows it, we conclude that the inequality is, indeed
sharp. ¢

Theorem 28 Let f € H(U) satisfy f(0) = 0, and let
2 < p < oo. Then for each value of r, 0 < r < 1 we
have:

(;ﬂ ./027r |f(rew)pd0>l/p _

= on2/p

2 .
/O | (re®®)|d6.

In particular also the following inequality holds true:

1£1lp < 7 @2/ f]]1.

Proof.

The cases p = 2, oo were proved in Theorem 25 and
in Lemma 27, respectively. We choose a small € > 0
and assume that 2 < p < oo. There exists an NNV,
p < N such that for any N < ¢ we have the following
estimate:

(1/(27)) J5™ | (rei®)]9d0
((r/(2m)) J3™ | f(rei®)|dB)T

q—2+€

“)
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This follows from Lemma 27. In the band 0 <

R{z} < 1 we define the following function:
(1/(2m) Jo ™ 1f (re?) P+ —=)df

((r/(2m)) J5™ |f/(rei?)|d6)?=+a0=2)"

F(z)=

Then F'(z) is analytic in 0 < R{z} <1 (forif ¢ > 0,
then ¢* is non-zero analytic). Let us write z = t + s,
t,s € IR, 0 <t < 1. By the triangle inequality we
obtain:

‘f(reia) |2t+q(1—t)d9
|f/(r6i0)|d0)2t+q(1ft) )

(1/(m) J"

O o am) 7

IN

Hence:

by equation (4) we have | F(is)| < 7972+, and
by Theorem 25 |F'(1 + is)| < 1.

By Hadamard Convexity Theorem we deduce that:

|F(t +is)| < wa=2+90-1), (5)

Now, suppose that p = 2t + ¢(1 — t), then:

(q—2—|—e)(l—t):(p—2)—|—e<2:§>,

So by equation (5) we get:

(o= [ istremyean)” <

27
. ! (110 e(p—2)/(q—2)
< (35 | 10 x -

Now, we will take ¢ — oo and obtain:

(1
2

The proof of the theorem is now complete. ¢

Theorem 29 If f € H(U) and if ||f'||1 < oo, then
f e HP(U) forall p, 2 < p < oo and the following
inequality holds true:

11l < 7®=272|11l1 + [ £(0)]-

Proof.
We use Theorem 28 with the function f(z) — f(0),
and than use the triangle inequality. ¢

Remark 30 The inequalities in Theorem 28 are sharp
for p = 2,00 and we get equalities for the extremal
function f(z) = az, in the case p = 2. We do not
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know if these inequalities are sharp for the other val-
ues of p, i.e. 2 < p < oo. In any event for these
values of the parameter p, the function f(z) az
does not give us equality. Thus either the inequalities
in Theorem 28 are not sharp, or they are sharp but for
values 2 < p < oo, the function f(z) = «z is not an
extremal function. Theorem 28 belongs to the family
of results that give estimates of the Hardy norms in
terms of the areas of the images of the functions. Our
inequality is not sharp at least for 0 < p < 2+ (1/2).
For these values of p sharp inequality (with the best
constant) can be obtained using Theorem 8.1 of [18],
and the classical isoperimetric inequality. The ex-
tremal functions are indeed f(z) = c - z. Our method
does not give the best constants as expected when one
uses interpolation techniques. However we deal not
Jjust with estimates of the Hardy norms, but with esti-
mates that remain valid for the intermediate concen-
tric circles, i.e. f(rz) for 0 < r < 1. We mention
two more papers that are closely related to estimating
Hardy norms in terms of area of the image domain:

[1], [14].

S5 Few open problems

Here are four natural problems for which we do not
know the answer at this point:

I. Let f € S and let F' be the Steiner sym-
metrization of f. For which values of p, 2 < p < o0
we have the following inequality?

27 . 2m .
[ 1seenprds < [ pe) .
0 0

We know that this inequality holds true for p = 2 (by
Theorem 15) and it is faulty for p = oo (easy).

2. Let f € S(2,) and let {cg,}72, be a se-
quence of shrinking factors that deform f(U) into the
minimal disk. What is the value of the convergent
infinite product [],2; c4,,?

3. Are the inequalities in Theorem 28 and in
Theorem 29 sharp? If not find the optimal constants
(which should be at most 7(P~2)/P) and find the
optimal functions.

4. Are the extremal functions for the inequali-
ties in Theorem 28 (with optimal constants) unique?
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6 Inequalities on the real part of
Steiner symmetrization

The results of this section might be already known to
experts on Steiner symmetrization. The author was
not able to find in the literature these results. We re-
fer to the first sentence in section 4.11 on page 130 of
the book [12]. Here it is: ”Circular symmetrization is
more powerful than Steiner symmetrization, and any
result obtainable by the later method can also be ob-
tained by the former on taking exponentials, though
this may be less direct.” The author did not check the
validity of this declaration, however, the hint of con-
necting the two types of symmetrization by the ex-
ponential function was taken in order to try and re-
solve problem number 1 on the list of problems given
in the previous section (section 5). We did not man-
age to solve that problem. However, this idea in W. K.
Hayman’s book,[12], produced a family of integral in-
equalities comparing R{ f (z) } with the real part of the
Steiner symmetrization R{ F'(z)} of f(z). We remark
that connecting the Circular symmetrization with the
Steiner symmetrization by the exponential function is
a very different idea than the geometric idea of con-
necting them by shifting the function to infinity. This
idea was presented in the proof of Theorem 15 and
gave us a positive answer to problem 1 above, in the
case where p = 2.

Let f € H(U) and let us denote D = f(U).
Let D* be the Steiner symmetrization of D, with re-
spect to the x-axis. Then D* is a simply connected
domain. We recall that for each ¢ € IR, we de-
note: l(a) = meas{y € R|a + iy € D}, and
we have by the definition of the Steiner symmetriza-
tion: D* = {a +iy|ly] < (1/2) - l(a)}. This
means that for any ¢ € IR the intersection of the
vertical line © = a with D* is either an empty set
or an open vertical interval (line segment) symmetric
about the x-axis at the point of the intersection, (a, 0):
{z = a}ND* = {a+iy||y| < (1/2)-1(a)}. This ver-
tical interval might be a full line parallel to the y-axis,
in the case that [(a) = oc.

Let us apply (as suggested by Hayman) the expo-
nential mapping to this line segment:

exp({z =a}ND*) = {eaeiy

1
bl <3l@}. ©

This is a circular arc. This arc is a proper arc of
the circle |z| = e provided that [(a) < 27. If 270 <
[(a) then the arc visits some of the points of the circle
|z| = e at least twice. This means that in any event
the set exp(D™*) is a circular symmetric domain. If for
all @ € IR we have [(a) < 2 then the set exp(D*)
is a simply connected circular symmetric domain. For
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any a € IR we have the following identity:

{|z] = e*}nexp(D) ={z||z| = €“,w € D, R{w} = a}.

We note that the total length of the arcs that comprise
the set {|z| = e®} Nexp(D) is e* - l(a), so when we
form the Polya symmetrization of exp(D) we obtain:

U {ea_eia

a€lR

1
ol < i@ }
and by equation (6) this is:

U exp({x = a} N D*) = exp(D*).
ac€lR

This proves parts 1 and 2 of the following:

Proposition 31 1. exp(D*) is the circular sym-
metrization of exp(D), where D is a domain and D*
is the Steiner symmetrization of this domain.

2. Ifforall a € IR, l(a) < 2m, then the intersection
arcs {e%e” | 0] < (1/2)l(a)} are simple (i.e. they do
not pass through any point more than once).

3. Ifforall a € IR, l(a) < 27, then exp(D*) is a
simply connected domain.

Proof.

We only need to prove part 3 (because part 1 and
part 2 were proven above). However, part 3 follows
at once by part 2 and by the fact that the Steiner
symmetric domain D* is a simply connected domain.
o

Using the result of Albert Baernstein (Theorem
6 in [2]) we have the following:

Theorem 32 Let f € H(U) and let us denote D =
fU), and assume that for any a € IR we have
l(a) < 2m.  Also suppose that f(0) > 0. Let
F € H(U) be a conformal mapping of U onto D,
where F(0) = |f(0)] = f(0) and where D* is the
Steiner symmetrization of D.
If @ is a convex non-decreasing function on (—oo, 00),
then for all v, 0 < r < 1, we have:

| etriseeds < [* a{p@e)})do.

T _

™

Proof.

By Proposition 31(1): exp(D*) is the circular sym-
metrization of exp(D). By our assumption on f
(Va € IR, l(a) < 2m), and by Proposition 31(2), the
mapping: exp : D* — exp(D*), is injective and so
conformal. We recall that the mapping: £’ : U — D*
is conformal and F'(0) = |f(0)|. Hence the com-
position: exp(F') : U — exp(D*), is a conformal
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mapping of U onto exp(D*) which is a simply con-
nected domain (as should be the case), by Proposition
31(3). Also we have: exp(F'(0)) = exp(|f(0)]) =
exp(f(0)), where the last equality follows by our as-
sumption, f(0) > 0.

To sum up we have g(z) = exp(f(z)) € H(U)
where by the above notations: g : U — exp(D) =
g(U). The mapping G(z) = exp(F'(z)) is a confor-
mal and onto mapping G : U — exp(D*) that sat-
isfies G(0) = exp(F(0) = exp(f(0)) = g(0) =
|g(0)|. The simply connected domain exp(D*) is the
circular symmetrization of exp(D) = g(U). Thus the
pair of mappings g, G satisfy all the assumptions of
Albert Baernstein result, Theorem 6 in [2]. Using this
theorem we obtain:

D(log|g(re )i < [ @(log|G(re")])do.

—T

for any convex and non-decreasing ¢ on (—o0, 00),
and any 7, 0 < r < 1. Plugging in the expressions
g(z) = exp(f(z)) and G(z) = exp(F(z)) we obtain:

| @ttog|exp(r(re®) e <

< [ ®og|exp(F(re)) )ds.

Finally, since log | exp(a)| = R{a} for any a € C,
we get:

[ amiseetya < [ empee?).

where F' is the Steiner symmetrization of f. ¢

If we take ®(z) = eP* for some p > 0, and
take,
¥, x>0
®(x) = { 0 , 2<0

for some p > 1, then we note that both functions are
convex non-decreasing on (—o0, c0), and we deduce
from Theorem 32 the following:

Corollary 33 Let f € H(U) satisfy l(a) < 2m for
alla € Rand f(0) > 0, andlet F : U — f(U)*
(f(U)* is the Steiner symmetrization of f(U)) be a
conformal onto with F'(0) = f(0), then:

1. For any 0 < p we have:

[ e (prisrey) a0 <

< / exp (p%{F(re’%}) df, 0<r<1.
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2. Forany 1 < p we have:
" i \P g <
/7r (R{f(re )})+d9 <

< [ (REGe)}) a0, 0<r <1,

Here if a € IR, then we denote:

a
CL+:{O

In particular if in 2 we take the p’th root from both
sides and than let p — 0o, we obtain:

5101p (?R{J‘"(rew)})+ < 5101p (?R{F(rew)})Jr, 0<r<l.

0<a
a<0

The last inequality in Corollary 33 is clear by the def-
inition of the Steiner symmetrization, for the value
r = 1 (if that makes sense).

Remark 34 1. In fact it follows by the definition of
Steiner symmetrization that: if h(z) = R{f(z)} and
if H(z) = R{F(2)}, then we have h(U) = H(U)
and in particular:

lim inf R{f(re??)} = lir{1 i%f R{F(re?)},
r—1-

r—1— 0

and also

lim sup R{f(re)} = linlrl sup R{F(re')}.
r—=1— 0

r—=1= ¢

2. Another example for a concrete inequality we can
deduce from Theorem 32 is, for example, the follow-
ing: we take for ®(z) the function ®(x) = exp(zh),
p > 1. The first two derivatives on x > 0 are,

@' (z) = paPexp(aP) > 0,

" (x) = paP%(p — 1 + paP) exp(zP) > 0.

For x < 0 we have ®(x) = 1, a constant function.
Using this ®(x), we obtain by Theorem 6.2 the fol-
lowing result:

Corollary 35 Let f € H(U) satisfy l(a) < 2 for
alla € R, and f(0) > 0, andlet F : U — f(U)*

be conformal, onto with F(0) = f(0), then for any
p > 1 we have the following inequality:

[ o ((Riree™y)” ) ao <

< / exp ((%{F(Tew)})i) df, forall 0 <r < 1.
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Remark 36 In fact Corollary 35 is a special case of
the following more general statement:

If f(2) and F(z) are as in Corollary 35, and if ¥(z) is
any entire function with non-negative MaClaurin co-
efficients (i.e. W™ (0) > 0 for anyn € ZTU{0}, then
foranyp > 1and any 0 < r < 1 we have:

[ v (i) )an <
= /_7; v ((%{F (Te”)})i) do.
Proof.

By the assumptions we have: V(z) = Y >, anz",
with a, > 0 forn € ZT U{0}. Now the claim follows
by Corollary 33(2). For by that corollary and the non-
negativity of the coefficients a,,, we get:

/_T; an (RS (re)})" 0 <
/ an (R{F(re)})"" do,
| Zan((%{f )i) o <
/ Zan< R{F(re'? i)nd&

[ (i) ) ao <
< /7; LG ((%{F(Tem)}

O

The change of order in the integration and the
summation is easily justified.

Remark 37 In the above results, the function f €
H(U) was assumed to satisfy l(a) < 27, Va € R. In
the case we had another uniform (finite) upper bound,
say l(a) < M, Va € R, we could have looked (in
case 2w < M) in the scaled function, 27 f(z)/M,
and get instead of the inequality of Theorem 32 the
following inequality:

T 2 )
| eGrRisre))
What if there was no uniform upper bound on the
l(a)’s, i.e. sup,egl(a) = +o0? We would not like

to conformay map f(U) into a bounded subset of C,
say by an inversion:

(-55)
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The reason is that there does not seem to be a sim-
ple relation between the Steiner symmetrization of the
original function f(z) and the Steiner symmetrization
of the transformed mapping:

(7=5)

What we can do is the following: Pick a number 7y,
0 < 79 < 1 and consider the function f(roz). We de-
note by F (1o, z) the Steiner symmetrization of f(roz).
Since the image: {f(roz)||z| < 1} is a bounded set,
our theorems give us comparison between integrals
that involve f(roz) and those that involve F(rg,z).
We now have to estimate the relations between in-
tegrals that involve F(ry,z) and those that involve
the Steiner symmetrization F(re'®), when rg — 17
For example, is the following limit claim holds true?
lim, - F(ro,2) = F(z), |2| < 1. In what sense?
(uniform, uniform on compacta, other). This might
not be easy, for we are treating the case in which f(U)
is unbounded vertically, i.e. sup,cgl(a) = 400
while f(roU) is a bounded set for 0 < ro < 1. The
mappings F(z) : U — f(U)* F(ro,z) : U —
f(roU)* are conformal and onto and satisfy the con-
ditions: F(0) = f(0) = f(ro-0) = F(rg,0).

We need a kind of a continuity claim on families
of conformal mappings U — D, such that D,, — D
when rg — 17 in some sense (What do we mean
by Dy, — D?). Once again, in our model the do-
mains Dy, (0 < 19 < 1) are bounded, while D is
unbounded.

7 Steiner symmetrization and zero
sets of bounded holomorphic func-
tions in U

In this section we will point at some facts related to
Problem number 2, on the list of problems in sec-
tion 5. We will use the following definition: for
2 <p < oo 0< a< ocowedefine S(p,a) =
{f € HU)| fisunivalentinU, f(0) = 0,1 <
1(0),a <||f||p}- We note that our normalization in
the defining equation of S(p, «) included the inequal-
ity, 1 < |f’(0)| while now we gave up the absolute
value and use instead 1 < f/(0). Problem 2 asks the
following: Let f € S(2,«) and let {cy, }7>; be a
sequence of shrinking factors that deform f(U) into
the minimal disk. What is the value of the following
convergent infinite product [[;7 ¢4, ?

For f € S(2,«) and ¢ € IR, we denoted by
g, the Steiner symmetrization of e?® f(z). It has the
following four properties:
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1. g € H(U) is one-to-one in U, and g4(0) = 0.

2.1 < e?f(0)] < g;,(O). Note that
€2 f'(0)] = f/(0) > 1.
3 a < |leflla < |lgsll2. Note that

1€ fll2 = [lf1l2 =

4. [T lgy(é0)]do < [T |ef!(e)|df. Note
that [7_[e'?f"(e)|d0 = [T | f'(e)|dO.

The shrinking factor that corresponds to f and
to ¢ is the following number:

Cop =MaX{ ———, —F— ¢ -
’ 9,(0)" [lgsl2

Thus by properties 2 and 3 we have 0 < ¢4, < 1. By
Theorem 3.4, if 0 < o < oo, and if f € S(2,«)
and {¢,}>2, is any sequence of real numbers, then
0 < IInZ1 ¢4, < 1. This theorem was the source of
Problem 2.

Proposition 38
= 1
> log <> < 0. (7)
n=1 c¢”
oo
(1—cqp,) < 0. (8)
n=1
Proof.
We prove equation (7): By Theorem 21 we have:
log[[nZi ¢y, = >opeqlogecy, > —oo. Hence
> ne1log(1/cg,) < oo
Now we prove equation (8): We  write

¢4, = 1 —bg,. Then 0 < by, < 1. Also we
have [[72 ¢4, = [Ih=i1(1 — bg,). For0 < b < 1
we have e b = 1—b+0b%/20 — ... > 1—b,
because this MaClaurin expansion is a Leibniz series.
This also implies that: 0 < e™? — (1 — b) < b?/2.
So [I02 ebon > T[02 (1 — by,) > 0. Thus:
exp(— > p21bg,) > 0 and so > 07 by, < o0.
But b5, = 1 — ¢4, and we conclude that
ne1 (1= ¢p,) < o000

The inequality > 77 (1 — cg,) < oo says that
the sequence {cy, }n>; satisfies the Blaschke con-
dition. Hence this sequence is precisely the zero
set of a bounded analytic function in U. In fact the
corresponding Blaschke product converges in U

7 (2= Cn
H 1—c4,2 )"

n=1
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Proposition 39 If0 < a < oo, and if f € S(2,a),
and if {pn }52 1 is any sequence of real numbers, then

the infinite product:
o0
Z = Cop,
<1 — c¢nz> ’

Biy,y(2) =

is a Blaschke product, i.e. it is uniformly convergent
on compact subsets of U, and {cg, }o2 is the zero
set of the resulting bounded (by 1) analytic function,

By, (2).

This naturally leads to the question:
converse of Proposition 39 holds true?

is the

Problem 2. Let:

o0

H < Z — Cq,, >
vt 1—cq,z
be a Blaschke product all of whose zeros {am,}o2
are positive numbers, 0 < «, < 1. Is there a
number 0 < a < oo and a function f € S(2,a),
and a sequence of real numbers {¢,}°22; such that
Vn € Z*, ¢y, = o, the corresponding shrinking
factors?

An explanation. We are given the data {a,,}22; and
should come up with an 0 < a < oo, f € S(2,a)
and real numbers {¢,, } 72 ; such that:

1. If g4, is the Steiner symmetrization of ' f then,

1 «a d
Copy =MaX§ 77—, 7= (= &1, and,
' G5, (0) " 119, 112

91 = C¢1§¢1‘
2. If (G4, )4, is the Steiner symmetrization of €2 g,
then,

1 Q d
Cep, = INAX { —— R — = (g, an
i 961, (0) " 11(961) g2 12

(g¢1 )¢2 = C¢y (g¢1 )(752 .

3. If ((9gy)ps)es is the Steiner symmetrization of
€% (gg, )¢, then,

1 Q

foo T { (Gor)on), (0) ||<<g¢1>¢2>¢3|2} -

and ((9¢>1)¢>2)¢>3 = cd)3((9¢1)¢2)¢3’ etc...

An idea.
We show that for each N € ZT we can construct
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anumber 0 < o < oo, a function fy € S(2,q)

and real numbers {¢,&N)};°:1 such that this solves
the finite problem, i.e. Vn € ZT,1 < n < N,
¢, (v) = au, the corresponding shrinking factors. This
gives a sequence of functions {fy}3_; € S(2, ),
and a sequence of sequences of shrinking factors

{c¢<N)}7]y:1 = {ai,...,any} on the numbers
{(ZSSLN) o21. We then might try to prove that the

Blaschke condition > ;> ; (1 — ay,) < oo implies that
the limit f(z) = lim N — oo fxn(z) exists uniformly
on compact subsets of U. We also might hope to prove

that the infinite set of limits: limy_,o ¢7(1N) = ¢£l°°)
exist and finally that the data f(2) € S(2,a)

and {¢§l°°)}g°:1 solves Problem 2°, namely that we
have ¢ () = i, V1 € ZT. So we first want to solve:

Problem 2 (finite). ©~Given @ N  numbers  «,
0 < a1 < a9 < ... < any < 1, find a num-
ber 0 < o < oo and a function fy € S(2,«)
and a sequence of real numbers {¢,}~_; such that
Cp, =, =1,2... N.

Remark 40 We recall that we have defined the
shrinking factor as follows:

1 «
Cp =Mmax| ———, 7 ¢, 500 <cy <1,
{g¢(0) Hg¢>H2}

and since cy = 1 — by, also by = 1 — cy. Thus we
have the following identities:

1 Q

1- )
H9¢>H2
1

. 4 1
= min {g,(0). - gl }.

Thus we can restate Proposition 38 as follows:

bp =minq 1 — —,
’ { g¢(0)

and

Proposition 41

o0
Z log

n=1

[o.¢]
Z min {1 —
n=1

/ 1
(min {55, (01,3 - llgs 12} ) <. ©

1 «
7 71 -
7.0 Tgall

} <oo. (10)

We will need to use results on the convergence of se-
quences of conformal mappings. The next section sur-
veys the results we will be using.
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8 Convergence of a sequence of con-
formal mappings

We will use the following two references:
1. [6], sections 120 through 124, pages 74-77.
2. [11], section 5 pages 54-62.

The exposition in [11] is easier for us being
more modern but the results were proven by Con-
stantine Carathéodory in [6]. So we take the parts
we need mostly from [11]. Section 5 in [11] is titled:
”Convergence theorems on the conformal mapping of
a sequence of domains™:

Suppose we have a sequence of univalent domains
By, By, ..., in the z-plane, each including z = 0.
If there exists a disk |z| < p, where p > 0, that
belongs to all the domains in B,,, we define the kernel
of this sequence of domains as the largest domain
containing z = 0 such that an arbitrary closed subset
of it belongs to all the domains B,, from some 7 on.
By “largest domain” is meant the domain containing
any other domain possessing this property. If such
a disk does not exist, the kernel of the sequence
of domains Bj, Bs,... is defined to be the point
z = 0. We shall say that the sequence of domains
Bi, Bs, ... converges to the kernel B, and we shall
denote this by writing B,, — B, if every subsequence
of these domains has B as its kernel. In partic-
ular, if a sequence of simply connected domains,
B1,Bs,...,By,,... that include z = 0 converges
to the limiting domain B (also including z = 0) in
the sense that all boundary points of the domains B,
from some 7 on are arbitrary close to the boundary of
the domain B, and all points of the boundary of the
domain B are arbitrary close to the boundaries of the
domains B, then this sequence has the domain B as
its kernel and it converges to that kernel.

In our application later on the domains in the
sequence of domains are Steiner symmetric and
will turn out to satisfy exactly the assumptions of
the previous paragraph.

Convergence to the kernel is guaranteed also
for a sequence of domains B,, that include z = 0
and satisfy the condition By € By C By C ...,
or for a sequence of domains B, that contains a
neighborhood of the point z = 0 and satisfy the
condition By 2 B, D B3 D ...

Theorem A (Carathéodory, [7]). Suppose that
we have a sequence of functions z = f,(§), where
n = 1,2,..., that are regular in the disk |{| < 1.
Suppose f,(0) = 0 and f,,(0) > 0 forn =1,2,....
Suppose that, for each n, the function f,, (&) maps the
disk |£] < 1 onto a domain B,,. For the sequence
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{fn(§)} to converge in |{| < 1 to a finite function,
it is necessary and sufficient that the sequence { B, }
converge to the kernel B, which is either the point
z = 0 or a domain having more than one boundary
point. When convergence exists, it is uniform inside
the disk || < 1. If the limit function f(&) # const.,
it maps |£| < 1 onto the kernel B, and the sequence
{én(2)} of inverse functions ¢, (z) converges uni-
formly inside B to the function ¢(z) inverse to f(£).
(Thus it is assumed that the functions f,(§) are
conformal).

Remark 42 It was proved in [4] and in [16] that the
conditions of Theorem A are also necessary and suf-

ficient for convergence in mean of { f;L )} 1o f'(€),
that is, necessary and sufficient for:

lim
n—o0

L1510 = £ ©Pdo =0,
B

where f;L(f ) is taken equal to 0 outside the domain B,

Theorem A gives the conditions for convergence of
univalent functions only in the open disk |{| < 1.
For the convergence of univalent functions in the
closed disk |£| < 1, we give the following theorem,
confining ourselves to domains of the Jordan type.

Theorem B (Radé, [17]). Let {B,}, n = 1,2,...
denote a sequence of simply connected domains
each including the point z = 0 and each bounded
by a Jordan curve. Denote the boundary of B, by
Cy,. Suppose that the sequence {B,} converges to
a domain B (its kernel) bounded by a Jordan curve
C. Let { (&)} denote a sequence of functions f, (&)
such that, for each n, f,(0) = 0, f,(0) > 0 and
frn(&) maps the unit disk || < 1 onto the domain
B,,. For the sequence { f,(£)} to converge uniformly
on the closed disk |£| < 1 to a function z = f(§)
that vanishes at 0, has positive first derivative at 0,
and maps the open disk |{| < 1 onto the domain B,
it is necessary and sufficient that for every ¢ > 0,
there exists a number N > 0 such that, for n > N,
there exists a continuous one-to-one correspondence
between the points of the curves C, and C' such
that the distance between any point of C), and the
corresponding point of C' will be less than e.

Remark 43 In the case of domains with arbitrary
boundaries, not in particular of Jordan type, the ques-
tion of convergence in the closed disk, has been thor-
oughly investigated by Markusevic, [16].

We are now ready to tackle Problem number 2 that
appear on the list of problems in section 5.
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9 The product of infinitely many

shrinking factors
Let f(z) € S(2,a), and let {¢,}22; be any se-
quence of real numbers. We defined recursively: gy,

is the Steiner symmetrization of ¢! f(z2), and gy, =
C¢, gy, Where ¢y, is the shrinking factor given by,

C¢ = max4§ —; s T1— .
' 6, (0) " |[gg, II2

Next, (gg,)p, is the Steiner symmetrization of

€295, (2), and (gg,)gy = Co(To1) g, Where cg, is
the shrinking factor given by,

1 «

Co2 IR { @), (0) 11@ar)enll2 } |

The process proceeds indefinitely.

Theorem 44 Let f(z) € S(2,a), then for any se-
quence {152 of real numbers the limit function
F =1impo0(. .. ((9¢1)¢s) - - -) ¢ exists and the con-
vergence is uniform on compact subsets of U. The im-

age F(U) is a Steiner symmetric domain that includes
z=0and F € S(2,a).

Proof.

Let us define B, = (...((9p1)g)---)en(U),
n = 1,2,3,.... Then by the definition of the recur-
sive process, since (... ((g¢;)ps) - - -)4, 18 the Steiner
symmetrization of € (... ((gg,)s) - - -)pn_1- it TOI-
lows that the domain By, = (... ((gg)s) - - -)on (U)

is Steiner symmetric, but B,, = c¢n§n, a multiple
by a number 0 < ¢4, < 1 of a Steiner symmetric
domain. Hence B,, itself is Steiner symmetric, and
in particular the sequence {B,}>2; is a sequence
of simply connected domains, each of which con-
tains the point z = 0, and by the definition of
the Steiner symmetrization all of the domains B,
contain the disk |z| < dist(0,0f(U)). Hence,
the kernel of {B,}32,, say B, exists and 0B
is the faithful limit of 0B, as n — oo. Hence
B, — B and by Theorem A (Carathéodory) the
limit F' = limp o0 (- - . ((gg1 )2 ) - - -) o, €Xists and is
uniform on compact subsets of U. Thus B = F(U),
and F' : U — F(U) is conformal and satisfies the
following normalization F(0) = 0, F'(0) > 1 and
[|F|l2 > «. This proves that ' € S(2,«) which
is consistent with the fact that S(p,«) is a compact
family (recall the proof of Proposition 3). Moreover,
the limit F'(U) of the Steiner symmetric domains

{0 ((9g1)¢2) - - ) (U) }52y is Steiner symmetric.
This is consistent with fact that F'(U) is a simply
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connected domain being the conformal image of U. ¢

We can now give a sharp lower bound for the
infinite product [];2; ¢4, of the shrinking factors,
that appears in the Problem 2 on the list of problems
in section 5.

Theorem 45 1. Let f € S(2,a) and let {¢,}22,
be any sequence of real numbers Let {cg, }52q be
the corresponding sequence of the shrinking factors.
Then we have the following estimate:

-1/2

mas (1) [T RO (o)) o)

(o]
< H Co
n=1

and these bounds on [ [ cg,, are sharp bounds.
2. Let us define recursively the following se-
quence of mappings:  fg, is the Steiner sym-
metrization of €1 f. For n € 7%, et
(- ((fpr)pa) - - )1 be the Steiner symmetrization
of €n+1 (.. ((£51) ) - - )b~ Then the limit function
G(2) = limpoo(- - - ((fp1)po) - - -)gn (2) exists and is
uniform on compact subsets of U. Moreover, we have
the following identity:

1 Q }

G'(0)" lIGIl2

o

H Co, = max{

n=1
Remark 46 Theorem 45 gives some kind of solution
to Problem 2 on the list of problems that appear in
section 5.

A proof of Theorem 45.

1. We will use the recursive sequence {fs,}no,
that was defined in part 2 of Theorem 9.2.
Then as in the proof of Theorem 44 that dealt
with the sequence {(...((9¢1)ps)---)én freq, based
on Theorem A (Carathéodory), the limit G =
limy, o0 (- - ((fp1)po) - - )¢, exists and is uniform
on compact subsets of U. We note that the re-
cursive process outlined by the newer sequence
{( ((fpr)pa) - - Doty is simpler than the origi-
nal recursive process that was described on section
3, in that we do not multiply by the shrinking factors
¢4, after each symmetrization was done. The purpose
of those multiplications was to optimize, i.e. make
as small as possible, each element of the sequence of
functions produced. That without leaving the family
S(2, ). We will soon see that if our goal was to op-
timize the limiting function and not the each element
of the sequence, then this can be accomplished by a
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single multiplication by just one shrinking factor. In
fact this is the key idea for the current proof.

The first step is to note that each element of
the old sequence, the g-sequence, is a multiple by
a constant of the corresponding element of the new
system, the f-sequence. The constant, though is
not a single shrinking factor. Clearly by the defini-
tions of g4, and of fy we have the formula gy, =
Cpy for - Next, (fg, )4, is the conformal mapping U —
(ei®2f, (U))* where A* denotes the Steiner sym-
metrization of the domain A. This conformal map-
ping is normalized as follows: (fg,)s,(0) = 0 and
(f41)4,(0) > 0. That definition of (fy,)s, should
be compared with the definition of (g4,)s, Which
equals the shrinking factor, ¢y, multiplying the con-
formal mapping U — (e%2g4, (U))*. But we already
have the formula €/92g,, (U) = €'92(cy, f4,(U)) =
o, (€92 f5,(U)). Thus we deduce that the Steiner
symmetrization of e'?2g,, (U) equals to ¢, times the
Steiner symmetrization of € f,, (U). In other words
the relation between the image of the first confor-
mal mapping to the image of the second conformal
mapping is multiplication by the shrinking factor cg,,
where we recall that 0 < ¢y, < 1. Hence by composi-
tion of conformal mappings we get the following (sec-
ond) formula (g¢, ), = CpoCo, (f5,) ¢, Similarly, the
general case follows by an inductive argument. We
obtain the general formula:

)¢n’

(- ((91)2) - (H %k) ((fo1)p2) - -
VneZt.

Passing to the limit n — oo gives us:

Jim (... (961 )¢2) - (H Cm) ((fo1)p2) - -

or simply (using our notations for the limits):

(i)

If the sequence {¢,}>2, deforms f(U) to a disk
D(0, R) in the newer process, then this disk has an
area which equals the area of f(U). We obtain the
following equation with the unknown R:

1D

w2 = [TRUERES (00,

Hence:
1/2

R={% [TRisEmEes @)
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This means that for this particular sequence { ¢, }5° ;,
We obtain the very simple formula for the conformal
mapping G, namely that G : U — D(0, R), given by
G(z) = R-z. Inparticular we get G' (0) = ||G|]2 = R
and hence the corresponding shrinking factor, which
optimize G is given by:

1 1
maX{R,g} = max {1, a} - B=

—max{La}{ [ - %{f(e“’)}%{e”’f'(ew)}}_1/2 .

This concludes the proof of the inequality of part 1,
including its sharpness.

2. In the general case the limiting function for an ar-
bitrary sequence of real numbers {¢, }>2 ; is the con-
formal mapping G : U — G(U), where G(0) = 0
and G (0) > 0. Now the general shrinking factor (of
(7) is given by:

{6 )
C=MaxX<{ ——, —— ¢ -
G(0)" [|Gl]2

On the other hand, by equation 11 this shrinking factor
is given by the infinite product:

00
Cc = H Cop -
n=1

This concludes the proof of part 2 of our theorem. ¢

Corollary 47 Let f € S(2,«) and let {¢pp}02 be
any sequence of real numbers. Let G be the lim-
iting function of the newer recursive process, i.e.
G =limp—o0(- - ((f$1)o) - - -)6n. Then we have the
sharp estimate:

max{1,a)-{ 7 [ " %{f(ew)}%{e”f’<ef0>}d9}1/2 <
< max{G,l(O), Hg’b} <1.

In particular, if o is taken to be small enough, then:

, T 4 o 1/2
c =L [ty @)

This last upper bound is sharp.
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